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Abstract 

This document is the second issue of D4.2, which contains the improvements and answers to 
the comments received from the expert reviewers after the second project review. 

The main changes are: 

 The addition of a new section to describe at high level the multi-connectivity algorithms 

 The report of the current state of development for the open source network simulator 
developed specifically for the project and the update of some existing simulation results 
on this new environment  

 The addition of a more detailed discussion on the architectural implications that the dif-
ferent coverage of satellites and terrestrial networks have for their integration 

Abstract to D4.2: This deliverable has been created as part of the work in the project Work 
Package 4 (WP4) and represents its second, and interim, output. According to the Grant Agree-
ment, the purpose of the document is to present the suite of algorithms developed for multi-
connectivity in the scope of the project, together with their preliminary testing conducted on the 
basis of appropriate numerical simulations. One or more of the proposed algorithms will be fur-
ther developed and integrated in the project PoC during the rest of the WP4 activities, and this 
process will be detailed in D4.3. This deliverable collects also the updates regarding the archi-
tecture for multi-connectivity, and its software interfaces, developed in the scope of WP4. 
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Changes in the second issue 

The second issue of D4.2, issued at M30, updates and improves the deliverable as suggested 
by the expert reviewers following their remarks after the second project review. 

The document has been updated as follows: 

 To answer the concerns of the experts regarding how the multi-connectivity algorithms 
can deal with the different coverages offered by satellite connections and terrestrial C-
RANs, we added section 2.1 to better explain how our proposed resource slicing for the 
satellite resources could be applied in practice. 

 We revised section 4 to provide a clearer overview of the algorithms’ rationale and their 
role in the scope of the project, moving their mathematical formulation to the new section 
5. We now also report the current release of the network simulator developed for the 
testing of the algorithms and have updated some simulation results in section 5. 

 We updated the simulations of the algorithm of section 5.1 (Wardrop) with the results 
obtained on the new simulator that now include a more realistic setting, including inter-
ferences and network resource usage models. 

 

Executive Summary 

The original submission of this deliverable, issued at M18, reports the activities completed within 
the scope of T4.2 “Design and simulation of the multi-RAT load balancing algorithms” and T4.1 
“Multi-connectivity mapping onto the 5G network architecture” and represents the interim docu-
ment for the whole WP4 “Multi-Connectivity”. 

The main objective of the deliverable is to detail the designed algorithms for the traffic flow 
control problem, which is the fundamental enabler of multi-connectivity. A complete mathemat-
ical formulation of such algorithms is reported, along with the results of their preliminary testing 
activities, conducted on the basis of numerical simulations. 

At this stage, M18, the deliverable contains the final remarks regarding the multi-connectivity 
architecture, including a preliminary version of the specifications of the software interfaces that 
will be implemented in the project Proof of Concept (PoC). 

The 5G-ALLSTAR consortium published in or submitted for publication to  international confer-
ences and journals part of the results and discussions of this deliverable. 
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1 Introduction 

This deliverable provides an overview of the activities conducted in both T4.1 and T4.2, detailing 
the traffic flow control algorithms and the framework for the Quality of Experience (QoE) man-
agement proposed by the 5G-ALLSTAR project. 

1.1 Scope of the document 

This document is organized to report the completion and refinements of the final activities per-
formed in T4.1 “Multi-connectivity mapping onto the 5G network architecture”, as well as the 
first output from T4.2 “Design and simulation of the multi-RAT load balancing algorithms”. The 
logical relation among the deliverables of WP4 and their scopes is depicted in Figure 1-1, in 
compliance with the grant agreement. 

We remark that WP4 is divided into three main tasks, whose results are collected in three de-
liverables. 

 

 

Figure 1-1: Work package 4 plan 
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This document contains mainly results from Task 4.1 and Task 4.2 and is organized 
as follows: 

 Chapter 1 serves as the introduction of the document; 

 Chapter 2 reports and updates the architecture for multi-connectivity; 

 Chapter 3 discusses the scenario identification process for the simulations of the 
developed algorithms; 

 Chapter 4 details the proposed algorithms for traffic flow control; 

 Chapter 5 describes the framework for QoE management in the project and re-
ports the results of the questionnaire; 

 Chapter 6 provides a first detailed analysis of the interfaces related to the activi-
ties of WP4 that will be deployed in the PoC; 

 Chapter 7 draws the conclusions of the document. 

 Chapter 8 contains the references of the document. 

 The ANNEX includes a JSON-like description of the interfaces for multi-connec-
tivity. 
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1.2 Relation with other work packages 

WP4 is one of the three main technical work packages of the 5G-ALLSTAR project, and it con-
cerns the design and development of a set of advanced functionalities to enable multi-connec-
tivity in heterogeneous networks and QoE-aware traffic flow control. 

In fact, with respect to the architecture designed in 5G-ALLSTAR deliverable D2.2, the WP4 
components will affect the implementation of innovative Radio Access Network (RAN) and Core 
Network (CN) functionalities. Besides, the main WP4 components have a strong connection 
with the other results or main outputs achieved in WP2, WP3 and WP5, WP6. In detail: 

 WP2 provided important inputs for WP4 during the design of requirements, Key Perfor-
mance Indicators (KPIs) and the high-level architecture. Such inputs have been consid-
ered in WP4 as references for the mapping between WP4 functionalities and the 5G-
ALLSTAR architecture in the activities of T4.1, which laid the foundations for the devel-
opment of the traffic flow control algorithms in T4.2. 

 WP3 and WP4 activities interacted for the identification and the design of the interfaces 
that will foster data exchange between WP4 and WP3 components in the PoC of the 
project. 

 WP5 represents the main user of the output of the activities of T4.2 and T4.3, as one (or 
more) of the algorithms presented in this deliverable will be expanded and refined so 
that it will be possible to demonstrate the capabilities and functionalities developed in 
the scope of WP4, related to both multi-connectivity and QoE management in the PoC. 

 WP6 is in charge of disseminating the main results and achievements of the whole 5G-
ALLSTAR project. Regarding WP4, the main dissemination will come from scientific pub-
lications detailing the traffic flow control algorithms and from graduate/general public 
seminars that the partners involved in the work package will organise. 
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2 Advancements in 5G-ALLSTAR multi-connectivity 

This section presents a brief description of the multi-connectivity aspects that are studied in the 
5G-ALLSTAR project, proving an introduction to the traffic flow control algorithms of the follow-
ing sections and highlighting the rationale behind their development. The overall system archi-
tecture and its integration with multi connectivity will be discussed and detailed in the deliverable 
D2.3. 

Figure 2-1 reports the architecture considered in the project regarding multi-connectivity. In the 
depicted scenario, the two pieces of User Equipment (UEs) are able to connect to several Ac-
cess Points (APs) of different Radio Access Technologies (RATs) at the same time, even for 
the same PDU session. 

 

 

Figure 2-1: Multi-Connectivity target physical architecture 

This solution for service provision takes the name of multi-connectivity, a framework in which 
the traffic flows can be routed, or steered, over a set of heterogeneous RATs and APs to meet 
a variety of QoS requirements that space from connection resiliency to throughput and power 
saving. 

Regarding multi-connectivity, three main processes for traffic flow control were identified by 
3GPP for inclusion in its Release 16, namely: 

 Traffic steering, which consists in the problem of optimal network selection for the con-
nection provision; 

 Traffic switching, which deals with the seamless handover between two different RATs 
as a dynamic response to a new network state (e.g., resource scarcity, service outage, 
moving UE, …); 

 Traffic splitting, which is the capability of duplicating a QoS flow over two or more differ-
ent RATs to improve the resiliency of its information delivery by means of the so-called 
process of “Network Aggregation”. 

 

In the scope of 5G-ALLSTAR, these processes were referred to as “traffic flow control strategies 
or decisions”. Traffic steering was also given the dynamical capabilities of traffic switching, so 
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that the assignment of (a portion of) a QoS flow may change over time and hence becomes a 
real-time control action that impacts the network state. Traffic splitting can also be integrated 
into the dynamic traffic steering process, provided that the traffic flow control accounts for the 
different QoS requirements of the various PDU sessions. 

In this regard, the 5G-ALLSTAR project envisages also the integration of a so-called “personal-
isation system” able to associate to the various PDU sessions and QoS flows, a set of unstand-
ardized user-dependant connection preferences that may drive the behaviour of the traffic flow 
control in a user-centric, or personalised, way. 

Several control algorithms were developed in the first half of the project lifetime, to explore 
possible research directions and investigate the challenges associated with the multi-connec-
tivity framework. The main objective of this deliverable is to report this investigation by detailing 
the designed algorithms and providing a first simulation-based analysis of their performance 
and differences in compliance with the grant agreement. 

It is worth mentioning that the architecture of Figure 2-1 does not explicitly detail how the proto-
col stack was split to enable multi-connectivity. In fact, three main potential options have been 
identified, as reported in Figure 2-2. In the first two options, the intra-PHY and PHY splits, all 
the layers above the physical layer are in the Central Unit (CU), allowing an ideal scenario for a 
centralised control solution. Nevertheless, the shortcoming of such an option is the presence of 
very rigorous real-time and technology-dependent constraints for the correct functioning of the 
protocol stack. 

Regarding the PDCP, the C-RAN is provided with a common PDCP for both the user plane and 
the control plane and a dedicated RRC, whereas the D-RANs are provided with PHY, MAC, and 
RLC layers. This configuration is advantageous since PDCP and RRC are not subject to the 
same constraints required for the first two solutions, allowing the usage for multi-connectivity of 
LEO satellites. 

 

 

Figure 2-2: Multi-connectivity protocol split options 
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2.1 Considerations regarding the coverage difference between satellite and 
ground RATs 

Regarding the inclusion of GEO satellites in the multi-connectivity framework of the project, we 
highlighted in Figure 2-1 how they act as a transparent mean of communication, as their Dis-
tributed Unit (DU) protocol stack is deployed on a dedicated ground equipment. In general, the 
inclusion of satellites as potential RAT for multi-connectivity poses several other challenges 
ranging from spectrum sharing (addressed in the scope of WP3) to optimal radio resource us-
age. 

Satellites cover extremely wide areas, usually beyond the reasonable range of a single ground 
C-RAN. Thus, limiting the connectivity scope of the satellite to the area that is managed by the 
controller deployed in a single C-RAN would be extremely inefficient and would prevent most of 
the advantages that satellite connection can offer to 5G systems, e.g., their wide area availabil-
ity.  

Ideally, one may think to have several different C-RANs control the resources available on a 
single satellite, but designing a solution of this type would not be trivial and would require some 
awareness, as the multiple controllers may take conflicting decisions (e.g., cumulatively allocat-
ing more resources than available).  

In the scope of this project, two different solutions to this issue have been identified, namely: 

 The slicing of the satellite resources, so that each C-RAN that has access to the satellite 
manages only a portion of its resources so that no conflict on their usage may arise; 

 The deployment of a wide-area C-RAN in the control plane, that supervises the func-
tioning of multiple C-RANs of the user plane, that take their traffic flow control decisions 
without requiring to directly interact with the QoS flows. 

Both solutions come with some associated challenges. 

From a SDN point of view, by slicing its resources the satellite is virtually divided into several 
different satellites, each of which (virtually) covering an area comparable to the one governed 
by a C-RAN controller. A UE that asks for a connection to be established with one of such virtual 
satellites actually sends its request to the physical satellite itself, which takes the decision to 
accept or block the request depending on the multi-connectivity algorithms that the network 
controllers employ. However, according to the current protocol standards, the satellite does not 
receive any information regarding the position of the UE or which of the C-RAN controllers is 
responsible for the connection allocation. Thus, the satellite controller cannot determine which 
resource slice the new connection should utilise for its allocation, making the envisaged slicing 
impossible to be employed in practice. 

For the correct integration of the slicing procedure, it is then needed either to include in the 
connection protocols the information regarding the C-RAN where the UE is located, or to force 
the UE to negotiate with the C-RAN the access to the satellite AP utilising the ground RATs. In 
this second solution, once the C-RAN controller enables the allocation of a certain amount of 
resources from its reserved slice for the connection, the UE receives connectivity from the sat-
ellite as decided by the network controllers and their multi-connectivity algorithms. In the case 
no terrestrial AP is available to the UE, the satellite may independently utilise an ad-hoc slice of 
its resources, that can be reserved for such areas, as it would be the only mean of communica-
tion and no multi-connectivity controller would be needed to decide the traffic allocation. 

On the contrary, the deployment of a wide area C-RAN may be unfeasible due to the fact that 
the satellite coverage may span over multiple countries and different network infrastructures. 

The algorithms developed in 5G-ALLSTAR assume that one of the two solutions is employed 
to allow the control of the network resources of the satellite as if a portion of them was dedicated 
to the C-RAN in which they supervise the multi-connectivity functionalities. In fact, the multi-
connectivity algorithms were designed either to be distributed in the gNB-DU-CP associated to 
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the various APs (including the virtual APs defined following a resource slicing) or to be deployed 
on a centralised controller in the gNB-CU-CP that governs the resources of the entire C-RAN, 
including its share of resources provided by the satellite AP. 

More detail on which logical entities the various algorithms should be deployed on, and on which 
network resources they manage, are reported in section 4.2. 

 

2.2 Multi-connectivity advancements offered by satellite integration 

5G-ALLSTAR multi-connectivity technology advancements are significant since satellite com-
munications are expected to play a vital role in 5G and beyond networks in realizing ubiquitous 
coverage, greater resilience through diversification and network access at lower costs due to 
large user-base that can greatly reduce the overall total cost. Integration of satellite and terres-
trial system in 5G increases spectrum availability, coverage zone and global service ubiquity. 
Four main use cases that indicate the role the satellite network can play when integrated with 
terrestrial networks are identified in [62]: 

 Trunking and Head-End Feed use case – satellites provide high speed direct connectiv-
ity option to remote and hard to reach areas; 

 Backhauling and Multicasting Tower Feed use case - satellites provide high speed mul-
ticast connectivity to wireless towers, access points and the cloud; 

 Communications on the Move use case – satellites provide a direct and/or complemen-
tary connection for users on the move such as on planes, trains, vehicles and ships; 

 Hybrid Multiplay use case - satellites are a solution for delivering content complementing 
or interworking with terrestrial broadband to individual homes and offices, as well as 
providing direct broadband connectivity in some case with the ability to multicast the 
same content (video, HD/UHD TV, as well as other non-video data) across a large cov-
erage area (e.g., for local storage and consumption). 

Furthermore, Figure 2-3 shows an extended list of satellite 5G use cases identified in [61] that 
exemplify roles of satellites in future networks. 
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Figure 2-3: Satellite 5G use cases [56] 

 

The following section is dedicated to the identification of relevant scenarios for the simulations 
to test the traffic flow control algorithms, while Section 4 details the developed algorithms and 
their preliminary testing activities. 



 

Document: H2020-EUK-815323/5G-ALLSTAR/D4.2 

Date: 31/12/2020 Security: Public 

Status: Final Version: 2.0 

 

5G-ALLSTAR Public 9 
 

3 Multi-connectivity scenarios  

This section contains the description of the process followed for the definition of the scenarios 
that will be utilised for the simulations of the algorithms in Section 4 and 5. 

3.1 Multi-connectivity simulation approach 

The algorithms presented in Section 4 will be validated and evaluated using a simplified but still 
realistic and relevant simulation scenario. In [70], a high-level description on deployment sce-
narios can be found, including carrier frequency, aggregated system bandwidth, network layout, 
BS/UE antenna elements, UE distribution/speed and service profiles. In the remaining part of 
the project, the algorithms presented will be further developed and tested for the selection of 
the one(s) that will be demonstrated on the project PoC. 

The deployment scenarios of interest are developed to cover the three main service families: 
eMBB (enhanced Mobile BroadBand), mMTC (massive Machine Type Communications) and 
URLLC (Ultra-Reliable and Low Latency Communications). The selection of the deployment of 
interest shall be done considering the specific algorithm objective. Some interesting deployment 
scenarios are: 

 The indoor hotspot deployment scenario focuses on small coverage per site/TRxP 
(transmission and reception point) and high user throughput or user density in buildings. 
The key characteristics of this deployment scenario are high capacity, high user density 
and consistent user experience indoor; 

 The dense urban microcellular deployment scenario focuses on macro TRxPs with or 
without micro TRxPs and high user densities and traffic loads in city centres and dense 
urban areas. The key characteristics of this deployment scenario are high traffic loads, 
outdoor and outdoor-to-indoor coverage. This scenario will be interference-limited, using 
macro TRxPs with or without micro TRxPs. A continuous cellular layout and the associ-
ated interference shall be assumed; 

 The rural deployment scenario focuses on larger and continuous coverage. The key 
characteristics of this scenario are continuous wide area coverage supporting high-
speed vehicles. This scenario will be noise-limited and/or interference-limited, using 
macro TRxPs; 

 The urban macro deployment scenario focuses on large cells and continuous coverage. 
The key characteristics of this scenario are continuous and ubiquitous coverage in urban 
areas. This scenario will be interference-limited, using macro TRxPs (i.e. radio access 
points above rooftop level); 

 The high-speed deployment scenario focuses on continuous coverage along the track 
in high-speed trains. The key characteristics of this scenario are consistent passenger 
user experience and critical train communication reliability with very high mobility; 

 The extreme Long Range deployment scenario is defined to allow for the Provision of 
services for very large areas with a low density of users whether they are humans or 
machines (e.g. Low ARPU regions, wilderness, areas where only highways are located, 
etc). The key characteristics of this scenario are macro cells with very large area cover-
age supporting basic data speeds and voice services, with low to moderate user 
throughput and low user density; 

 The urban coverage for massive connection scenario focuses on large cells and con-
tinuous coverage to provide mMTC. The key characteristics of this scenario are contin-
uous and ubiquitous coverage in urban areas, with very high connection density of 
mMTC devices. This deployment scenario is for the evaluation of the KPI of connection 
density; 
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 The highway deployment scenario focuses on a scenario of vehicles placed in highways 
with high speeds. The main KPIs evaluated under this scenario would be reliability/avail-
ability under high speeds/mobility (and thus frequent handover operations). 

Furthermore, in [70] the possible KPIs are described, a subset of these KPIs can be analysed 
in the simulations. The choice of the KPIs subset shall be done considering the objective of the 
algorithm under investigation. The possible KPIs are: 

 Peak data rate; 

 Peak spectral efficiency; 

 Bandwidth; 

 Control plane latency; 

 User plane latency; 

 Latency for infrequent small packets; 

 Mobility interruption time; 

 Inter-system mobility; 

 Reliability; 

 Coverage; 

 UE battery life; 

 UE energy efficiency; 

 Cell/Transmission Point/TRxP spectral efficiency; 

 Area traffic capacity; 

 User experienced data rate; 

 5th percentile user spectrum efficiency; 

 Connection density; 

 Mobility; 

 Network energy efficiency. 

These KPIs are characterized in the document with evaluation methodology and target values. 

After defining the deployment scenario and the KPIs, the last parameters that shall be selected 
are related to the channel model and the transmitter and receiver characteristics. In [71], the 
channel model for different frequencies and in different conditions are presented. The document 
presents different scenarios, antenna, path loss and fading models that can be selected con-
sidering the environment of interest. Finally, in [72] and [73] parameters for Rx and Tx dimen-
sioning are described. 

An exemplary simulation scenario, considering the references presented in this section, is sum-
marized in Table 3-1. This scenario was used to derive some of the testing environments for 
the traffic flow controllers presented in Section 4 and 5. 

The objective is to verify the capability of the algorithm to associate/allocate users to the three 
different radio access technologies (Macro, Micro and Satellite), maximizing the downlink (DL) 
UEs data rate and minimizing the BSs power transmission, considering a dense urban environ-
ment. 
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Table 3-1: Simulation parameters 

Attributes Macro Cells Micro Cells Satellite 

Carrier 
Frequency 

4 GHz 30 GHz 2 GHz (or 20 GHz) 

System 
bandwidth 

200 MHz 1 GHz 20 MHz (or 800 
MHz) 

Layout Hex grid, cell radius 200 m Random drop, 3 
Micro per Macro 

100 – 500 km per 
beam 

DL Maxi-
mum 
Power 

30 dBm 20 dBm 

36 dBW/MHz (EIRP) 
Maximum 
BTS 
Power  

43 dBm 33 dBm 

BS an-
tenna gain 

11 dB 11 dB 

Path Loss 128.1 + 37.6 log10(d) 

(d in m) 

24 + 45 log (d+20) 

(d in m) 

32.45+20 
log10(fc)+20log10(d)  

(fc in GHz, d in m) 

UE an-
tenna gain 

0 dB 
0 dB 0 dB 

UE posi-
tion 

Random drop, 10 users per macro – 20 users per satellite beam 

Noise 
power 

-99 dBm 

KPIs  Peak data rate, Network energy efficiency 
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3.2 Management and orchestration for terrestrial and satellite resources 

Innovative and advanced architecture concepts coupled with the adoption of autonomous net-
work management techniques are essential for seamless integration of terrestrial and satellite 
networks. Towards this end, some recent studies investigated the applicability of 5G main-
stream softwarisation technologies such as Software Defined Networking (SDN) and Network 
Function Virtualization (NFV) for integrating satellite networks with 5G terrestrial networks. Kha-
lili et al. has surveyed the challenges and suggested solutions to integrated satellite systems 
into 5G terrestrial networks in [58] and recommended MANO1-like framework for rapid provi-
sioning of network services and management and orchestration of heterogeneous terrestrial 
and satellite resources in [59]. Reference management and orchestration architectures for inte-
grating satellite components into terrestrial 5G are specified by 3GPP in [60]. These reference 
architectures are shown in Figure 3-1 and Figure 3-2 below. 

CN 
Control Plane
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Management

V
ertical / C
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Figure 3-1: Reference architecture for the management of a satellite NR-RAT 
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Figure 3-2: Reference architecture for the management of a non-3GPP satellite RAN 

 

                                                
1 https://www.etsi.org/technologies/nfv/open-source-mano 
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4 Proposed algorithms for multi-connectivity and related software 

This section presents the traffic flow control algorithms designed in T4.2 and compared in T4.3. 
The first subsection 4.1 describes the network simulator that was developed in the scope of the 
project in T4.3 for the evaluation of the various algorithms proposed, while section 4.2 provides 
an outline of the various algorithms presented and section 4.3 reports their GAP analysis. This 
section is concluded with section 4.4, that provides an outline of the software that is being de-
veloped for the European demonstrator. 

The goal of this section is to provide the reader with a high level understanding of the algorithms 
functioning and their different objectives. The entire mathematical description of the algorithms 
can be found in section 5. 

4.1 Open source Network Simulator 

The preliminary analysis of the proposed control algorithms conducted in T4.2 focused on their 
mathematical characteristics and properties, as their design required the usage of theoretical 
results from several research areas, spacing from machine learning to control theory. 

To allow a better comparison among the performance of the algorithms in more realistic settings, 
aimed at the selection of the most suitable algorithms for PoC of the project, we developed in 
T4.3 a network simulator that we open sourced (currently available on github at: 
https://github.com/trunk96/wireless-network-simulator, but after first release it will be uploaded 
on zenodo to give it a DOI). 

The simulator includes interference models, realistic network resource usage, the possibility to 
include moving APs as LEO satellites or aerial drone ones, user mobilities, different profiles for 
QoE depending on users and connection services. All of these functionalities are offered in a 
flexible way that allows the integration with a broad range of algorithms, spacing from network 
selection solutions to dynamic traffic steering ones, with control logics that can be deployed 
either in a centralised or distributed (on UEs or APs) way. 

 

Figure 4-1 Network Simulator GUI. Scenario with 3 ground AP and a Satellite. Grey dots: UEs. 

 

We now detail the resource allocation procedures considered in the simulator. More details on 
its functioning will be given, together with any update, in D4.3.  
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4.2 Overview on the 5G-ALLSTAR suite of algorithms for multi connectivity 

In this section we detail the main characteristics of each developed algorithm, along with its 
possible role in the project PoC, its level of testing (e.g., numerical validation or tested on the 
network simulator) and other main features. 

4.2.1 Traffic steering and network selection in 5G networks based on reinforcement 
learning 

Main Characteristics: Model free control scheme that has to be deployed in the C-RAN, as the 
controller requires knowledge on the entire state of the network (in terms of utilised resources). 

Control logic: Network Selection -Every incoming request is allocated to an AP depending on 
the user/service profiles and the state of the network. Traffic Steering - The controller distributes 
the available network resources so that every connection receives a minimum amount deter-
mined by its minimum level QoS plus a share of resources that improves the QoE of the network 
users. Such allocation is dynamic (changes over time depending on the network state). 

Compliance with the 5G-ALLSTAR architecture: Total, as the algorithm treats the AP as 
resource providers and governs how such resources shall be used. The algorithm assumes the 
satellite resources, as defined in section 4.1.2 can be used with no conflict with other C-RAN, 
thanks to an adequate slicing solution. 

Limits and cons: being a model free solution it requires a training time, in which performances 
can not be assured. May be difficult to scale towards very broad C-RANs, as the training com-
plexity increases with the number of AP (no problem for 10-20). 

Possibility to include QoE: QoE is already included with different profiles depending on the 
service class (e.g., real-time, multi-codec video streaming, web browsing…) and user profile. 

Testing level: validated on a numerical simulator and already produced a scientific publication. 

Likelihood of being integrated in the PoC: Medium, as this algorithm is better suited for sce-
narios in which 5-10 APs are available to multiple UE, while in the PoC only two AP will be 
deployed. The algorithm is being tuned in the scope of T4.3 to evaluate its performances on 
scenarios similar to the PoC and also on large scale (100+ UE) systems, also in its Deep Learn-
ing variant (under development). 

4.2.2 Wardrop Equilibrium based control 

Main Characteristics: Model based control scheme that can be distributed either in the UEs or 
in the APs (requires only partial knowledge on the system state). Strong theoretically proven 
convergence properties. 

Control logic: Each UE steers (migrates) dynamically the traffic associated to the various QoS-
flows over the APs it can connect to according to a mathematical control law. Following this law, 
every UE maximises the quality of its connection routing (according to user-defined preferences, 
such as QoE, cost, network resource usage,…) in an unilateral fashion (i.e., without cooperation 
among the UE or centralisation no better equilibrium state can be found). 

Compliance with the 5G-ALLSTAR architecture: Total, as the algorithm treats the AP as 
resource providers and the control logic can be distributed in the UE or in the D-RANs that 
govern the various APs.  

Limits and cons: The convergence speed of the algorithm slows as the number of UE grows 
(tested up to 50). Even in unfavourable network conditions (e.g., huge imbalance in initial rout-
ing, very scarce network resource availability), in our testing we stressed such unfavourable 
situations and still obtained reasonable convergence speeds. 

Possibility to include QoE: QoE can be included as a performance metric on which the steer-
ing can be decided. This takes the name of “latency functions” in the literature related to 
Wardrop Equilibria. 
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Testing level: at the first issue of the deliverable it was validated on a numerical simulator 
neglecting interference. The algorithm has now been tested on the new network simulator that 
accounts for interference models and offers several other improvements compared to the pre-
vious study. 

Likelihood of being integrated in the PoC: High, as this algorithm requires to function a very 
mild mathematical assumption (boundness of the derivative of the “latency function” selected to 
evaluate the traffic routing) and can be used in networks constituted even by hundreds of UE. 
The algorithm needs to be slightly simplified to cope with the reduced setting presented in PoC 
but a tailored version to the PoC needs and case studies is being developed in T4.3. The algo-
rithm is also being adapted to be implemented on current communication protocols for real 
adaptive video streaming. 

4.2.3 Friend or Foe Q-Learning 

Main Characteristics: Model free control scheme that has to be distributed at AP level. 

Control logic: Each AP compete with the others to allocate the most lucrative connections to 
optimally exploit its network resources. This adversarial setting is typical of multi-tenant net-
works or in scenarios in which different user tariffs are present. 

Compliance with the 5G-ALLSTAR architecture: Good, as the algorithm is distributed in the 
D-RAN controllers, requiring no cooperation among them. Only issue is related to the inclusion 
of the satellite, as it should be able to discern which C-RAN covers the area in which the UE is 
located and it may not be possible without cooperation with the ground segment or changes in 
the communication protocol, in light of the discussion in section 2.1. 

Limits and cons: Being a model free solution it requires a training time, in which performances 
can not be assured. May be difficult to train in C-RANs with more than 10 APs. 

Possibility to include QoE: QoE can be included with a re-design of the reward function, but 
the adversarial nature of the algorithm and the competition of the APs is probably not the best 
setting for QoE inclusion. 

Testing level: Tested on a numerical simulator, produced a scientific publication. 

Likelihood of being integrated in the PoC: Low, the case study considered for the PoC are 
not characterised by an adversarial setting and a significant redesign would be needed. 

4.2.4 Maximal Load Balancing 

Main Characteristics: Model based solution for the optimal control of network resources by 
offloading traffic from overloaded APs to unloaded ones. 

Control logic: The offloading of traffic from overloaded APs to less utilised ones happens on a 
threshold-based logic and takes into account the service type (e.g., is the connection delay 
tolerant for satellite routing?) and potentially the user preferences (e.g. battery usage). 

Compliance with the 5G-ALLSTAR architecture: Total, as the algorithm can be distributed in 
the D-RAN controllers, with some level of cooperation (state information exchange) that is com-
pliant with the existence of the C-RAN logical units or can be deployed in the centralised con-
troller that oversees the whole RAN. 

Limits and cons: The optimality of the resource usage has no clear mathematical backbone 
but empirically the improvements are significant. May require a good optimisation solution in 
scenarios with many APs. 

Possibility to include QoE: This algorithm has been designed for network performances, but 
QoE may be used to determine how likely is for a connection to be offloaded on a satellite AP. 

Testing level: Tested on a numerical simulator. 
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Likelihood of being integrated in the PoC: High, as the algorithm is very simple to implement 
in real settings and offers immediate benefits. 

4.2.5 Reinforcement learning resource optimization for mobile relays 

Main Characteristics: Model free control solution to be deployed in UEs to optimise their fre-
quency resource block and transmit power usage. 

Control logic: Each UE learns the best strategy to use the available frequency block groups 
and transmit power on its own, by interacting with the environment. The goal is to have stable 
connection with good QoE profiles, while reducing interferences. 

Compliance with the 5G-ALLSTAR architecture: Total, as the algorithm manages the uplink 
resources of the UE and requires some partial information on the network state from the various 
APs. 

Limits and cons: The training time of this algorithm increases with the number of available 
APs, all the control decisions are taken by UEs (low computing devices may have difficulties 
with the training). 

Possibility to include QoE: QoE is included in the so-called reward function, that guides the 
learning process of the UEs towards its maximisation. 

Testing level: tested on a numerical simulator. 

Likelihood of being integrated in the PoC: Low, as the PoC use cases don’t focus particularly 
on the setting for which this algorithm was developed for. 

4.2.6 Analytic Hierarchy Process) and Cooperative Differential Games for Multicon-
nectivity 

Main Characteristics: Model based solution that decides an order (hierarchy) of priorities and 
objectives to maximise QoE. 

Control logic: The APs of a C-RAN cooperate to maximise the QoE of their users by allocating 
the various connections on the available RATs depending on the (ordered) preferences of the 
users and their requirements in terms of QoS. 

Compliance with the 5G-ALLSTAR architecture: Total, as the algorithm can be deployed in 
the C-RAN to oversee the functioning of the available APs and decide on the connection allgo-
cations. 

Limits and cons: This algorithms requires a huge effort in identifying which are the user pref-
erences, as the optimisation of the QoE and the satisfaction of the user requirements is the 
fundamental part of its optimisation. The questionnaire of the project may help in this direction 
but could still be too limited for a realistic application. 

Possibility to include QoE: QoE optimisation is the core of the algorithm. 

Testing level: preliminary tested on a numerical simulator, produced a scientific publication. 

Likelihood of being integrated in the PoC: Low, as the QoE in the PoC will be demonstrated 
on a video stream by adapting its encoding and routing. Some aspects of this algorithm (e.g. 
connection preferences) may guide the tailoring of another algorithm to the PoC, as this algo-
rithm is among the ones that better capture QoE related aspects. 
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4.2.7 ZeroSum games and Minimax for Multi-Connectivity 

Main Characteristics: Control solution for dual-connectivity (can be extended to multi-connec-
tivity) between two AP. The AP compete to allocate the throughput requested to optimally use 
their radio resources. 

Control logic: The two AP involved in the dual connectivity play a game to decide which AP 
routes the most traffic and consequently obtains the better return, while avoiding to overcommit 
their own resources. 

Compliance with the 5G-ALLSTAR architecture: Total, as the control logic is distributed in 
the controllers of the two APs. 

Limits and cons: The current formulation only takes into account dal connectivity but may be 
expanded to multi-connectivity. In the testing conduced so far the improvements are marginal. 

Possibility to include QoE: QoE can be included in the optimisation process but in the current 
formulation the focus is on network resource usage. 

Testing level: preliminarily tested on a numerical simulator. 

Likelihood of being integrated in the PoC: Low, as this formulation was used as the basis to 
design more impactful algorithms based on Reinforcement Learning. 
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4.3 GAP analysis and comparison 

The following table shows a GAP analysis of the proposed algorithms that will be used as a 
starting point for the activities of T4.3 regarding the selection of the algorithm(s) that will be 
implemented and tested in the PoC of the project and for the refinement of the algorithms them-
selves. 

 

Table 4-1: GAP analysis of the proposed algorithms for traffic flow control 

Section Methodology Main Characteristics Scalability QoE integration 

4.2 RL Model Free, Optimal 
Network Selection 

based on feedback, C-
RAN based 

Limited but compli-
ant with the typical 

number of AP avail-
able in an AN 

Explicit, directly 
integrated with 

multiple services 
and their different 

QoE functions 

4.3 Control Theory 
and Game Theory 

Dynamic (in the sense 
that evolves over time), 

adversarial environment, 
feedback based 

The performance 
may degrade with a 

high number of 
commodities 

Explicit, as long 
as the latency 

functions are re-
defined in terms of 

a QoE metric 

4.4 Game Theory Model Free, Optimal 
Network Selection 

based on feedback, D-
RAN based in an adver-

sarial framework 

Limited but compli-
ant with the typical 

number of AP avail-
able in an AN 

A redesign of the 
reward function is 
needed, as at the 
moment the algo-
rithm focuses on 
AP performance 

4.5 Linear Program-
ming 

Model based, explicit 
optimisation, feedback-

based 

High, as the linear 
problem is charac-
terised by low com-

plexity 

QoE is maximised 
by an optimal load 
balancing over the 

APs of the net-
work resources 

4.6 RL Model free, feedback 
based, D2D 

Compliant with the 
target scenario, may 
benefit from ad-hoc 
solutions as state-
space aggregation 

Explicit, as it is di-
rectly included in 
the reward func-

tion 

4.7 AHP, Game The-
ory 

Model driven, hierar-
chical prioritization of 
objectives and perfor-

mances 

Limited in the pre-
liminary formulation 

reported  

explicit 

4.8 Game Theory Model driven, adversar-
ial and distributed 

framework 

Limited in the pre-
liminary formulation 

reported 

Explicit if included 
in the reward 

function 
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4.4 Plan for the European multi-connectivity demonstrator 

As envisaged in WP2, the EU demonstrator for multi-connectivity that will be integrated in WP5 
requires the development of an ad-hoc video streaming platform to provide 8K videos over mul-
tiple radio channels at the same time. 

In WP4 such software component is being developed to cope with the required flexibility needed 
to deploy the algorithm(s) for multi connectivity that will be selected for the final demonstrator.  

 

 

Figure 4-2 Openbach GUI for the video server 

 

Figure 4-2 shows the Openbach Controller view for the video server. From this view it is possible 
to start, stop an 8K video streaming scenario, as well as to get statistics from the ongoing sce-
narios. 

In the activities of T4.3, some testing has already been conducted with some simplified version 
of the proposed multi-connectivity algorithms presented in this chapter to have a feasibility as-
sessment for their deployment. The current video streaming platform is composed by two virtual 
machines: the first one acts as an Openbach controller and hosts the video server and the traffic 
flow controller, while the second one acts as an Openbach agent and hosts the traffic flow man-
ager and the video client. The first virtual machine has two network interfaces towards the sec-
ond virtual machine, and it is possible to add a delay generator to one of these two network 
interfaces in order to emulate the behaviour of the satellite AP. Moreover it is possible to set 
dynamically and in real-time the amount of video streaming data to be sent to one link and/or to 
the other one. 

From the Openbach Controller GUI it is also possible to show some video server and video 
client data about the ongoing scenarios through the well-known visualization platform Grafana. 
These data include measures of latency, streaming video quality, bitrate sent, congestion win-
dow length, buffer length at client side, etc. 

This video server will be integrated with the rest of the software components of 5G-ALLSTAR 
and will be interfaced with the channel emulators and the cRRM to complete the PoC. 

A similar setup is also being developed by the Korean partners for their specific use cases, and 
at the delivery month of this document no delay in the development activities is to be reported 
despite the ongoing pandemic. 
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5 Mathematical formulation and results for the proposed algo-
rithms 

This section contains the entire mathematical formulation for the seven algorithms developed 
so far in the scope of T4.2. The simulation testing conducted for D4.2 are aimed at stressing 
the capabilities of the algorithms and their mathematical properties in unfavorable scenarios, to 
assess their robustness and applicability from a scientific prospective. Further testing are un-
dergoing in T4.3 employing also the open source simulator developed for the project, with the 
final aim of tailoring and deploying a subset of the presented algorithms in a real multi-connec-
tivity scenario for the project PoC, integrating some functionalities in a real 8k video streaming 
platform. 

Every algorithm is then described in a formal way, contrary to their higher level description pro-
vided in chapter 4, providing also the mathematical background needed to prove their proper-
ties. 

In particular, the first algorithm presented in Section 5.1 presents a traffic flow controller based 
on Reinforcement Learning (RL) for the problem of network selection and feedback-based re-
source allocation for QoE maximisation. The rationale of the algorithm is to develop a controller 
able to optimally allocate the network resources, maximising the overall QoE of the network 
users, without having any knowledge on the network model and its stochastic characteristics 
(e.g., unknown arrival and departing rates for connections). Three different classes of services 
were designed, to better capture the different QoE profiles (e.g., a video stream behaves differ-
ently from web browsing in terms of QoE). 

The second algorithm presented in Section 5.2 investigates a solution based on both, the frame-
works of control theory and game theory that revolves around the concept of Wardrop equilibria. 
Wardrop equilibria are a generalisation of Nash equilibria in problems in which an infinite amount 
of players is competing, as in the case of telecommunication networks and data flows. The 
developed algorithm provides a distributed controller that dynamically steers the traffic from the 
various QoS flows over the available APs, exploiting multi-connectivity to the fullest. The formu-
lation proposed, compliant with the standard modelling approach for dynamical networks typical 
of Wardrop-related studies, allows to define the problem in terms of an adversarial competition 
for network resources among services, so that a certain selected performance metric is opti-
mised in the adversarial-Nash sense. The simulations validated the approach in a scenario in 
which various service providers were competing to decrease their transmission power usage in 
a capacitated network slice. With minor modifications to the latency functions, the proposed 
algorithm can be adapted to other performance metrics, eventually related to QoE. 

The third control solution detailed in Section 5.3, is an algorithm based on game-theory and 
multi-agent reinforcement learning for the problem of network selection. Compared to the first 
algorithm, this scenario avoids the presence of a centralised network controller in favour of a 
distributed one (over the D-RAN as shown in Figure 2-1) attaining similar properties and results 
but formulating the problem as an adversarial competition between access points. 

The fourth proposed controller in Section 5.4 is based on linear programming, and addresses 
the problem of load balancing at C-RAN level. The developed algorithm is able to enhance the 
throughput level in a satellite-terrestrial scenario, showing how the satellite integration in 5G 
scenarios may provide a significant improvement in terms of connection performance and, con-
sequently, in the QoE of the users. 

The fifth, algorithm presented in Section 5.5 a multi-agent reinforcement learning based solution 
for the optimisation of mobile relays, in terms of optimal resource allocation. The scenario con-
sidered for the development of this solution is compliant with the multi-connectivity framework 
proposed and focuses on Device-to-Device (D2D) communication and interference mitigation 
and other QoE-related performance indices optimisation.  

The final two algorithms, presented in Section 5.6 and 5.7, are candidate approaches based on 
Game Theory that were explored during the life-cycle of the project that proved to be useful for 
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the development of the algorithms of the other sections. They are reported in a preliminary 
formulation, that may be finalised for D4.3 depending on the evaluations of T4.3. 

The refinement, finalisation and additional testing of the algorithms will be reported also in D4.3, 
together with the implementation details relative to the integration with the PoC of the project.  

5.1 Traffic steering and network selection in 5G networks based on reinforce-
ment learning 

As already introduced, traffic steering is a fundamental functionality of 5G networks for multi-
connectivity and encompasses the ability of routing, or steering, a given traffic flow over one of 
the several different RATs available to the UE that initiates the connection. 

Traffic steering is then heavily linked to the concept of Optimal Network Selection, to the point 
that the two are often used as synonyms, as the routing/steering decisions over the available 
APs of the considered RATs shall be driven by a feedback-based analysis of the network state 
and performances, potentially also taking into account user connection preferences. 

In this first algorithm, the state of the network will be represented by the downlink cell allocated 
bitrate, while the performances will be measured in terms of connection quality, in order to cap-
ture the satisfaction level of the users. The traffic steering problem will be modelled with the 
Markov Decision Process (MDP) formalism, in addition Reinforcement Learning (RL) was se-
lected for the controller design due to its ability to deal with complex scenarios without requiring 
an explicit model. 

The main motivation behind this approach is then to characterize and show the effectiveness of 
such an approach through its application to a simulated 5G network scenario. For the model 
development, in order to account for services which can be offered with multiple bitrates and 
consequently with different qualities, several classes of utility functions were defined to capture 
the different profiles of QoE perceived by the users. Additionally, the MDP was formulated, to 
overcome the scalability problem, utilizing Approximate Dynamic Programming (ADP) tech-
niques, and, in particular, state-space aggregation. 

The rest of the section is organized as follows: Section 5.1.1 presents the state of the art of 
traffic steering in 5G networks, as well as the proposed novelties; while Section 5.1.2 provides 
the required background regarding MDPs; Sections 5.1.3 and 5.1.4 present respectively the 
problem modelling and the network selection algorithm; while Section 5.1.5 shows some simu-
lation results to validate the proposed algorithm. 

5.1.1 State of the art, innovations and limitations of the proposed approach 

Traffic steering is the process of distributing traffic load in order to exploit the available network 
resources on a set of heterogeneous RATs that constitute a Radio Access Network (RAN) [1]. 
The enabling procedure for the process of traffic steering is the so-called network selection [2], 
in [3] a feedback-based analysis of the network aimed at identifying the best APs for the con-
nections, also referred to as Protocol Data Unit (PDU) sessions. Such a feedback analysis is 
conducted based on the level of usage of the various APs, together with their characteristics 
(e.g., operating prices, reliability) and both, user and operator preferences. 

In 5G networks, the network selection shall be done in such a way that the QoS requirements 
of the various connections (e.g., minimum required bitrate or maximum tolerated delay) are 
satisfied, and, to univocally define such QoS requirements, the concept of QoS-flow was intro-
duced [4]. Each PDU session is divided into several QoS-flows, each characterized by a stand-
ardized set of QoS requirements depending on its service characteristics [4], leading to the 
identification of, as of now, 22 different QoS flow types identified by a corresponding 5G QoS 
Identifier (5QI). 

Several approaches were already studied for the problems of traffic steering and network se-
lection, ranging from Multiple Attribute Decision Making (MADM) [5], [6] and fuzzy logic [7] to 
game theory [8],[9]. MDPs and RL were also already explored, for example, in [10] and [11]. 


















































































































































































